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Abstract There is a growing emphasis on preserving ecolog-
ical resilience, or a system’s capacity to absorb or recover
quickly from perturbations, particularly in vulnerable coastal
regions. However, the factors that affect resilience to a given
disturbance are not always clear and may be system-specific.
We analyzed and synthesized time series datasets to explore
how extreme events impacted a large system of submersed
aquatic vegetation (SAV) in upper Chesapeake Bay and to
identify and understand associated mechanisms of resilience.
We found that physical removal of plants around the edge of
the bed by high flows during a major flood event as well as
subsequent wind-driven resuspension of newly deposited sed-
iment and attendant light-limiting conditions were detrimental
to the SAV bed. Conversely, it appears that the bed attenuated
high flows sufficiently to prevent plant erosion at its inner
core. The bed also attenuated wind-driven wave amplitude
during seasonal peaks in plant biomass, thereby decreasing
sediment resuspension and increasing water clarity. In addi-
tion, clear water appeared to Bspill over^ into adjacent regions
during ebb tide, improving the bed’s capacity for renewal by

creating more favorable growing conditions in areas where
plant loss had occurred. These analyses demonstrate that pos-
itive feedback processes, whereby an SAV bed modifies its
environment in ways that improve its own growth, likely serve
as mechanisms of SAV resilience to flood events. Although
this work focuses on a specific system, the synthetic approach
used here can be applied to any system for which routine
monitoring data are available.
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Introduction

Although intense storm events, such as hurricanes and floods,
can restructure even the most robust ecosystems (Rappaport
and Whitford 1999), estuaries and coasts have become partic-
ularly vulnerable over the past several decades due to degra-
dation associated with chronic anthropogenic stressors, in-
cluding eutrophication (Carpenter et al. 1998; Cloern 2001),
increasing hypoxia (Diaz and Rosenberg 2008), and climate
change (Najjar et al. 2010). In addition, overfishing (Jackson
et al. 2001) and habitat loss (Lotze et al. 2006) threaten the
biodiversity that enriches estuaries (Duffy et al. 2015). Loss of
seagrasses and other submersed aquatic vegetation (SAV)
beds is particularly troubling because of the valuable ecosys-
tem services they provide (Costanza et al. 1997; Barbier et al.
2011), such as enhanced nutrient cycling (Caffrey and Kemp
1990), shoreline protection through attenuation of waves and
currents (Koch 2001), and habitat and food provisioning for a
host of important organisms (Orth et al. 2006; Ralph et al.
2013).

Coupled to threats from human-induced perturbations are
projected increases in the frequency and intensity of extreme
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storm events (IPCC 2014), which leads to the question of
whether these impaired ecosystems can withstand or rebound
from such events (Cardoso et al. 2008; Grilo et al. 2011). To
address this concern, we need to understand the underlying
mechanisms that influence the resilience of a system, which
we define here as its ability to resist or quickly recover from
disturbances (Folke 2006).

Previous work has documented a suite of storm-related
mechanisms of SAV loss and resilience. For example, extreme
currents, waves, wind, and sediment loading during storm
events can break, uproot, or bury plants (Preen et al. 1995;
Cabaço et al. 2008) and pulses of suspended sediment or nu-
trients and subsequent algal blooms can degrade water clarity,
thereby decreasing the amount of light available for plant pho-
tosynthesis (Moore et al. 1997; Longstaff and Dennison
1999). Meanwhile, plant diversity may buffer against total
bed loss (Lande and Shannon 1996; Reusch et al. 2005), and
a number of physiological and morphological plant acclima-
tion strategies allow for persistence despite decreased light
availability (Longstaff and Dennison 1999; Maxwell et al.
2014). In addition, biophysical feedbacks, through which
plant beds alter ambient physical conditions in ways that en-
hance their own growth, may also help plant beds absorb
storm impacts (De Boer 2007). For example, healthy plant
beds decrease shear stress exerted on the seabed, thereby re-
ducing sediment resuspension and enhancing suspended par-
ticle deposition (Gambi et al. 1990; Granata et al. 2001;
Peterson et al. 2004). SAV can also take up water column
nutrients (McGlathery et al. 2007) and enhance nitrification
and denitrification (Caffrey and Kemp 1990; Bartoli et al.
2008), thereby decreasing nutrient availability, and, in turn,
algal biomass. In both cases, the plant bed, itself, acts to in-
crease the amount of light reaching leaf surfaces (Gruber and
Kemp 2010). If plant loss does occur, recovery potential de-
pends on postdisturbance growing conditions and species-
specific rates of clonal growth and seedling recruitment
(Walker et al. 2006).

Despite this broad mechanistic understanding of plant re-
sponses to storm events, observed dynamics are often difficult
to predict because drivers and responses are typically system-
specific (Tomasko et al. 2005). For example, the environmen-
tal characteristics of a given location, including temperature
and salinity, shape the composition of SAV species, which
differ in their tolerance to any given stressor (Orth et al.
2010). In addition, local geographic features, such as bathym-
etry and proximity to tributaries can influence the relative
magnitude of stressors that accompany storm events
(Campbell and McKenzie 2004; Maxwell et al. 2014). Thus,
detailed information about the biological and physical charac-
teristics that are unique to a given system may help elucidate
the mechanisms that drive its dynamics.

Here, we investigate the dynamics underlying the response
of an SAV bed to storm events using an example from the tidal

fresh upper Chesapeake Bay. In 2011, the U.S. mid-Atlantic
region experienced two major back-to-back storms. The first,
Hurricane Irene, traversed Maryland coastal waters on 27–28
August, producing sustained winds >15m s−1 in the upper bay
but relatively little rainfall. The second was a stalled tropical
weather system (the remnants of Tropical Storm Lee) that
generated near-record flooding for several days in early
September throughout the watershed of the Susquehanna
River, the largest tributary of Chesapeake Bay. Several years
prior, SAV had rapidly recolonized a large shoal in an area of
the upper bay, known as Susquehanna Flats, forming the larg-
est SAV bed in the bay (Gurbisz and Kemp 2014). However, a
substantial portion of the bed was lost by the fall of 2011
following the storms. In this paper, we analyze and synthesize
publically available monitoring data, which we supplement
with additional field samples and a simple hydrodynamic
model, to infer the mechanisms driving loss and resilience of
this large, dense, and continuous meadow to the 2011 storm
events. Our goal is not only to interpret drivers of change in
this system but also to provide an example of how this type of
synthetic analysis can be used to yield insights into ecosystem
dynamics.

Methods

Study Site

Susquehanna Flats, located in the tidal freshwater upper
Chesapeake Bay, is a broad shoal (∼1 m average depth)
surrounded by deeper channels (ranging from ∼2 to >6 m)
and smaller shoals with narrow flanking beds along the west
and north (Fig. 1). The shoals form a subaqueous delta of the
Susquehanna River, which discharges, on average,
1100 m3 s−1 at Conowingo Dam 16 km north of the river
mouth. Historically, the flats and the general region supported
dense populations of native SAV, punctuated by a rapid in-
crease and decrease of the non-nativeMyriophyllum spicatum
in the late 1950s (Bayley et al. 1978). However, SAV popula-
tions experienced dramatic decline following record flooding
that accompanied Tropical StormAgnes in June 1972 (Bayley
et al. 1978). Plant aerial cover and density on the flats
remained sparse until the early 2000s, when the trajectory of
the large bed suddenly changed, with the bed attaining a size
(∼50 km2) that may have mirrored its historic extent. This
rapid recovery corresponded to enhanced water clarity during
an extended dry period and modest long-term reductions in
nutrient loading (Orth et al. 2010; Gurbisz and Kemp 2014).
Codominant SAV species include wild celery (Vallisneria
americana), water stargrass (Heteranthera dubia), Eurasian
watermilfoil (M. spicatum), and Hydrilla verticillata. In the
Chesapeake Bay region, these species attain peak biomass in
the late summer, spreading asexually via rhizome elongation
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from established patches, or sexually from dispersing seeds.
Many of these freshwater species are also capable of dispers-
ing and establishing from fragments (Sculthorpe 1967).

Data Sources and Collection Methods

We compiled a suite of publically available monitoring data
that were collected between 2007 and 2013 at a range of
sampling intervals by several agencies (Table 1). Our analyses
focused on (1) annual Bpeak^ SAVarea cover and density, (2)
standard water quality variables measured by the Maryland
Department of Natural Resources (MDNR) at sites located
inside and outside of the SAV bed, including turbidity, chlo-
rophyll a (Chl a), total suspended solids (TSS), and the verti-
cal diffuse downwelling attenuation coefficient (Kd), and (3)
external drivers of water quality, including river discharge
(measured at Conowingo Dam) and wind speed (measured
at the CBIBS buoy) (Fig. 1). Sample site locations were
constrained by the fact that the monitoring data had already
been collected independent of this project. We calculated SAV
bed area weighted for plant density using a multiplier based on
median values of crown density categories (<10 %; 10–40 %;
40–70 %; 70–100 %) to estimate an index of total plant bio-
mass, which we call Bbed abundance^ (Moore et al. 2000;
Rybicki and Landwehr 2007). All SAV data and analyses
presented in the text are for the large central bed occupying

the shoal; however, the maps and time series plot presented in
Fig. 1 also include smaller flanking beds.

We supplemented these monitoring datasets with addition-
al field samples following the two storms in 2012–2014. We
collected replicate plant samples near the water quality mon-
itoring sensor inside the SAV bed at monthly intervals starting
in July in 2012 and May in 2013 and ending in October each
year. We also collected biomass samples in August 2014.
Number of replicates varied (n=3–10) to account for patchy
SAV cover early in the growing season (5–10 replicates) and
relatively homogeneous plant cover during peak plant bio-
mass (3 replicates). We sampled plant material to a sediment
depth of ∼20 cm with an acrylic corer (15.5 cm diameter,
35 cm long) and washed each sample to remove sediment.
We separated samples into aboveground and belowground
living tissues and oven dried them at 60 °C to constant weight
(∼24–48 h). To measure epiphytic material, we collected three
replicates of ∼10-cm apical sections for each of the dominant
species present at each biomass sampling location by placing a
plastic bag over individual shoots underwater to obtain a bag
containing the plant segment, associated epiphytic material,
and ambient water (Twilley et al. 1983). We washed any epi-
phyticmaterial that had not already detached from plant leaves
into the bag containing ambient water for each sample. We
filtered the water onto preweighed 45-mm glass fiber filters,
which we then dried and weighed. We also dried and weighed
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Fig. 1 The study site,
Susquehanna Flats, is located in
upper Chesapeake Bay near the
mouth of the Susquehanna River.
Water quality and plant samples
were collected inside and outside
the SAV bed. Wind data came
from the Chesapeake Bay
Interpretive Buoy System
(CBIBS) buoy, and river flow
data was measured at the
Conowingo Dam. The SAV bed,
as indicated by the dark gray
shape, was drawn based on aerial
photographs taken in 2010

Table 1 Summary of publically available data sources

Data description Source Duration Frequency

Water quality Maryland Department of Natural Resources http://mddnr.chesapeakebay.net/eyesonthebay/ 2007–present 4–6 h−1

SAV cover Orth et al. http://web.vims.edu/bio/sav/index.html 1984–present 1 y−1

River discharge United States Geologic Survey http://waterdata.usgs.gov/usa/nwis/uv?01578310 1967–present 1 h−1

Meteorological Chesapeake Bay Interpretive Buoy System http://buoybay.noaa.gov/locations/susquehanna 2008–present 4–6 h−1
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plant segments to obtain a measure of epiphyte mass per unit
plant biomass.

We also measured key water quality variables at several
additional stations when plant biomass was collected in
2012–2013 as well as along a transect in August 2014 four
times during a tidal cycle starting in the middle of the plant
bed and ending ∼1.5 km south of the plant bed. For each
sample, we passed a measured water volume through
preweighed and ashed filters (45 mm GFF), which we then
rinsed with deionized water to remove salts. We dried and
weighed the filters to determine TSS concentrations. We ana-
lyzed additional filters for Chl a concentrations. The filters
were extracted in the dark with 90 % acetone, sonicated, fil-
tered, and read on a fluorometer (10-AU, Turner Designs). We
measured dissolved inorganic nitrogen (DIN) and dissolved
inorganic phosphorous (DIP) in the filtered water colorimet-
rically (Shimadzu UVmini-1240) (Parsons et al. 1984). In
addition, we measured vertical profiles of photosynthetically
active radiation (PAR) at select stations using a scalar (4pi)
quantum sensor (Li-Cor) to compute Kd. We also measured
turbidity, Chl a, dissolved O2, pH, temperature, and salinity at
each site using a YSI 6600 sensor package.

Statistical Analyses

Our overall data analysis approach was to characterize how
the system changed after the extreme weather events that oc-
curred in 2011 and to determine relationships among physical,
chemical, and biological variables to explore potential drivers
of change in the system.

To describe change in properties of the plant bed, we tested
for differences in monthly mean plant and epiphyte biomass
between 2012, 2013, and 2014 using Student’s t test. We also
tested whether plant loss based on annual aerial surveys flown
in late summer (Orth et al. 2010) was related to location within
the plant bed and April–September maximum river discharge.
To conduct this analysis, we calculated distance from the edge
of the large central plant bed as a measure of location within
the bed. Using ArcGIS software, we created a grid of equally
spaced (500 m) sampling points on top of each SAV bed
polygon for years during which SAV loss occurred (2003,
2006, 2009, 2011), as well as each previous year.We excluded
2012 because, although there was plant loss, maximum dis-
charge was only 2860 m3 s−1. We suspect, as discussed below,
that the effects of the 2011 flood event carried over into 2012
and caused additional plant loss despite relatively low flow
conditions that year. We measured the distance from each
point to the perimeter of the plant bed prior to loss, and we
recorded the points at which plant loss occurred between
years. We then used logistic regression, which is commonly
applied for binary (e.g., plant loss, no plant loss) response
variables (Hosmer and Lemeshow 2000), to analyze the rela-
tionship between the probability of SAV loss, distance from

the outer edge of the plant bed, and maximum river discharge.
We used the Pearson χ2 test to assess model fit, in which a
significant p value indicates evidence for lack of fit.

We investigated the magnitude of change in water qual-
ity across time and space by calculating monthly mean dif-
ferences between paired (inside vs. outside the bed) contin-
uous monitoring observations of turbidity and Chl a. We
used bootstrap resampling (resamples = 1000) with
corrected accelerated percentiles (Efron 1987) to calculate
95 % confidence intervals for the mean differences (confi-
dence intervals that include 0 indicate no difference in
means). We also used Student’s t test to test for differences
in nutrient (DIN, DIP) concentrations inside and outside the
plant bed before and after the 2011 flood event in both
spring and summer.

We used ordinary least squares linear regression to model
relationships among TSS, YSI Chl a, turbidity, and Kd with
data from concurrent grab samples measured at or near
established stations located inside and outside SAV bed. In
addition, because Kd is only measured 2–4 times per month,
we used these relationships to estimate a more detailed Kd

time series derived from continuous April–October Chl a
and turbidity data spanning 2010 to 2013 at the SAV bed
monitoring site. We then used this time series to calculate
percent of surface light through the water (PLW) at 1 m depth
using the Lambert-Beer relationship (PLW=100*e-Kd*z,
where z =water depth) to show how the light environment
changed over time inside the SAV bed. To account for addi-
tional light attenuation by epiphytic material, we used month-
ly epiphyte data, where available, to estimate percent light at
the leaf surface (PLL) according to the methods outlined in
Kemp et al. (2004).

We also estimated net ecosystem production (NEP) at the
same site using continuous oxygen, temperature, and wind
speed data following previously published methods (Caffrey
et al. 2014; Howarth et al. 2013). Because the plants appear to
be the dominant organism at this site in terms of biomass, we
assume that NEP is primarily a measure of SAV metabolic
activity. We can therefore use NEP to illustrate shorter time-
scale changes in bed productivity and investigate potential
mechanisms of change in production, such as light limitation.
We used linear mixed-effects models to test for differences in
monthly mean NEP and the variables that affect NEP (viz.,
PLW, insolation, and temperature) between 2010, when the
bed was at its prestorm peak, and subsequent poststorm years
(2011 to 2013). The model tested for differences in the inter-
cept (i.e., mean) given year and month. Mixed models are
preferential in this case over analysis of variance or time series
methods because they can explicitly account for correlation
structure that is inherent in time series data and also handle
large spans of missing data (Pinheiro and Bates 2000), which
occurred here during winter months when monitoring sensors
were removed from the water. We used bootstrap resampling
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to construct 95 % confidence intervals for the differences in
means (Efron 1987).

We also used a linear mixed-effects model to (1) explore
the extent to which river discharge and wind speed were re-
lated to turbidity at inside and outside the SAV bed sites and
(2) to test whether the effect of wind speed changed after the
fall 2011 flood event. Log-transformed turbidity was the re-
sponse variable. Fixed effects were river discharge and wind
speed, and random effects included wind speed in relation to
(1) the 2011 flood event (before, after), (2) season
(spring=April–June; summer= July–September), and (3) site
(inside or outside the SAV bed). We initially also included
wind direction; however, its effect was not significant, so we
excluded it from the model. We constructed a series of sim-
plified models by excluding the random effects one at a time,
and we compared these models to the full model to determine
whether each variable improved model fit (Laird and Ware
1982). We then used bootstrap resampling to construct 95 %
confidence intervals for differences between relevant random
coefficients (i.e., differences in the effect of wind speed on
turbidity across sites and seasons before and after the flood
event).

In all cases, we checked that raw data and model residuals
met test assumptions (e.g., normality, independence, and
heteroskedasticity), and we made relevant transformations
(e.g., log transformation) as necessary.

Hydrodynamic Model

We also developed a simple hydrodynamic model based on
the same principles as the models of Fagherazzi et al. (2003)
and Mariotti and Fagherazzi (2013) in an effort to strengthen
our hypotheses and to provide surrogate data for variables that
we believed were important but missing. The model simulates
flow and bottom stress in an idealized embayment system
with geometry that is broadly based on the lower
Susquehanna River and Susquehanna Flats region, assuming
constant river flow interacting with a standing wave tide. It
was developed for a constant width channel (6 m deep) adja-
cent to variable width subtidal flats (1.5 m deep) with and
without SAV. The model solves first for the longitudinal flow
changes required to conserve water volume as the tide rises
and falls and as the subtidal flats widen and narrow. Flow is
then partitioned between the channel and the flats to account
for the differing influences of friction on flow over the channel
and the shoal, assuming a slowly varying steady state shallow
water balance between horizontal pressure gradient and verti-
cal stress gradient. In the absence of SAV, the bottom drag
coefficient is the same everywhere. In the presence of SAV
over the flats, the drag is increased following the methods of
Chen et al. (2007), with a user-specified ratio between the
channel and flats drag coefficients simulating the effects of
different plant densities. Finally, the lateral flows between

channel and flats are adjusted to reestablish volume conserva-
tion. The fraction of the drag responsible for sediment trans-
port (the Bskin friction^) is calculated following the methods
of Chen et al. (2007) as well. More model details are available
in Appendix A.

We used the open-source software package R to carry out
statistical analyses, run the model, and generate plots.

Results

Density-weighted plant cover (Bbed abundance^) of the large
central bed decreased by 43 % between 2010 and 2011, then
by another 20 % in 2012, followed by slight (∼1 %) recovery
in 2013 (Fig. 2). Logistic regression showed that the probabil-
ity of plant loss decreased with distance into the plant bed and
increased as river discharge increased (Table 2). There was
also a significant positive interaction between distance into
the plant bed and river discharge. In other words, most plant
loss occurred around the outer edge of the plant bed, and
higher flows led to greater overall plant loss (Fig. 3a); how-
ever, the proportion of loss at any given distance from the edge
of the bed increased nonlinearly as river discharge increased
(Fig. 3b). In addition, plant biomass in August and September
was significantly greater in 2013 than in 2012 (Table 3,
Fig. 4a) and possibly also in August 2014 compared to 2012
(p=0.05). There was no significant difference between bio-
mass in August 2013 and 2014 nor were there any significant
differences in belowground biomass between years. August,
September, and October epiphyte biomass levels were signif-
icantly less in 2013 than in 2012 (Fig. 4b).

NEPwas lower during the spring of 2011–2013 and greater
in summer of 2012–2013 compared to NEP calculated before
the storm events in 2010, as indicated by 95 % confidence
intervals for differences in monthly means (i.e., mixed model
intercepts) that did not include 0 (Fig. 5a, e). Peak NEP oc-
curred 1 month later in 2011 compared to 2010 and 2 months
later in 2012 and 2013. PLW was generally lower after the
storm events compared to 2010 (Fig. 5b, f) and, for years
when epiphyte data were collected (2012 and 2013), epiphyte
cover increased PLW by 15 %. However, despite overall low-
er light levels compared to 2010, PLW during the summer of
2011–2013 and PLL in 2013 still exceeded 30 % for a portion
of the growing season. There were no differences in insolation
after the flood event (Fig. 5d, h) and, although temperature
was different from prestormmeans during somemonths, these
differences did not appear to systematically coincide with dif-
ferences in NEP (Fig. 5g–h).

In general, monthly mean turbidity before 2011 was lower
inside the plant bed compared to a nearby monitoring station
located outside the plant bed (Fig. 6a). For several months
following the fall 2011 storm events and into spring of 2012,
turbidity was greater inside the plant bed by ∼10–30 turbidity
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units. The difference was much less (0 to 1 NTU) during late
summer–early fall 2012. Turbidity was again greater inside
the plant bed by ∼10 to 15 NTU in spring 2013 but then it
decreased by ∼5 NTU inside the plant bed in summer 2013.
Monthly mean water column Chl awas also consistently low-
er inside the plant bed by ∼3–7 μg l−1 before 2011 (Fig. 6b).
Chl a was generally lower inside the plant bed in spring and
summer of 2011 as well but by only ∼1 μg l−1. However, in
spring and early summer of 2012 andMay of 2013, Chl awas
∼5–10 μg l−1 greater inside the plant bed. Seasonal peaks in
Chl a after the flood event appear to lag those of turbidity by
∼1–2 months. Regression analysis showed that TSS (but not
Chl a) was a statistically significant predictor of turbidity
(Fig. 7). Together, turbidity and Chl a measured by

monitoring sondes predicted Kd by the following formula:
Kd = 0.95 + 0.08 * turbidity + 0.03 * Chl a (p < 0.001,
R2=0.74). Mean summer DIN increased from 0.62±0.29 to
13.63±4.73 μmol l−1 inside the plant bed; however, this dif-
ference was not statistically different [t(5.12) = −1.87,
p=0.12], nor were any other comparisons of DIN or DIP
before and after the flood event.

Visual examination of turbidity, river discharge, and wind
speed time series suggests that both river discharge and wind
had an effect on turbidity, but the wind effect increased inside
the plant bed after the flood event (Fig. 8). For example, al-
though Hurricane Irene generated high sustained winds, turbid-
ity only increased marginally both inside and outside the plant
bed. During the flood event, however, turbidity increased dra-
matically, exceeding 600 NTU at both sites. After the flood,
turbidity was, at times, more than 250 NTU greater inside the
plant bed compared to the monitoring site outside the bed,
particularly during wind events. Results from the linear mixed
model support these inferences. Susquehanna River discharge
and wind speed each had a significant positive effect on turbid-
ity (Table 4). Including timing in relation to the flood event, site,
and season improved model fit, meaning that these variables
modified the effect of wind speed on turbidity. Specifically, the
effect of wind speed on turbidity increased inside the bed after
the flood event (95% confidence interval (CI) for the difference
in coefficients=0.0005, 0.0019), the effect was less in the sum-
mer compared to the spring (CI=−0.0023, −0.0006), and the
effect in the spring was greater inside the bed compared to
outside the bed (CI=0.0012, 0.0022).

2010

1960 1970 1980
0

50
0

10
00

R
el

at
iv

e 
S

AV
 a

bu
nd

an
ce

20001990 2010

0
20

40

B
ed

 a
bu

nd
an

ce
 (

km
2 )

2012 20132011

SAV % cover

<10 10-40 40-70 70-100

b

Fig. 2 a Time series of SAV bed abundance (1958–2013). Data from
1958–1983 (open circles) represent relative SAVabundance data derived
from field sampling by Bayley et al. 1978 and the Maryland Department
of Natural Resources (unpubl.). Data for 1984–2013 (solid circles)
represent SAV abundance data derived from aerial imagery. We
concatenated the time series visually to the best of our ability; however,

it is important to note that they are based on different measurement scales.
b Maps of Susquehanna Flats showing SAV spatial distribution and
density cover (shades of grey) before (2010), immediately after the
September 2011 flood event (2011), and 2 years following the event
(2012–2013)

Table 2 Logistic regression results showing distance from the outer
edge of the plant bed and April–September mean river discharge as
predictors of the probability of plant loss

Predictor Coefficient SE Z p

Constant −3.40 0.96 −3.59 <0.001

Distance 9.2 × 10−3 3.3 × 10−3 −2.83 <0.01

Discharge 2.0 × 10−3 5.1 × 10−4 3.91 <0.001

Distance/discharge 3.6 × 10−6 1.6 × 10−6 2.28 <0.05

Overall model fit χ2 df p

Hosmer-Lemeshow test 8.14 8 0.4200

The non-significant p value for overall model fit shows that there is no
evidence for lack of fit. Bold: p< 0.05
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Water quality transect data show that by August 2014, tur-
bidity, and thus suspended particle concentrations, was gener-
ally lower inside the plant bed (Fig. 9a–c). At high tide, turbid-
ity inside the bed slightly increased starting around 500 m from
the edge of the bed (Fig. 9b). However, at low tide, turbidity
was consistently low to the edge of the bed and slightly lower
for ∼800 km beyond the outer edge of the bed compared to
values measured at the same sites at high tide (Fig. 9c). Lower
turbidity around the southern outer edge of the bed is consistent
with the apparent clear water plume emanating from the bed
(Fig. 9a). PLW, calculated using depth at mean water and an
estimate of Kd derived from turbidity and Chl a data collected at
transect sites, was highest in the inner core of the plant bed,
slightly lower around the inner and outer edge of the bed, and
lower around the southern end of the transect, where the water
was both deeper and more turbid (Fig. 9d–e).

Model simulations for cases with and without the SAV bed
on the flats with flow based on peak Susquehanna River flow
in September 2011 (20,000 m3 s−1) at maximum ebb tide
show that even in the absence of SAV, the flow and bottom
stress over the flats were much lower than in the channel
(Fig. 10). Minimum flows and bottom stresses generally oc-
curred in the wide central region of the shoal, intermediate
values occurred in the northern and southern narrow regions
of the shoal, and the greatest values occurred in the northern
river channel and the southern exit channel. When SAV were
present, they greatly increased the total drag coefficient over
the shoal, which greatly decreased flow over the shoal and

enhanced flow in the channel (i.e., the flow pattern without
SAV is greatly exaggerated with SAV). As a result, skin fric-
tion (the stress acting on the bottom sediments) was greatly
reduced relative to the no SAV case. Without SAV, the mini-
mum and maximum bottom stress values on the shoal were
1.4 and 3.2 Pa, respectively, but in the presence of SAV, skin
friction on the shoal varied between 0.1–0.3 Pa. It is important
to note that the total stress over the shoal with SAV remains
similar to the no SAV case; the difference is that the drag of the
plants dominates the total stress in the SAV case, while the
drag of bottom sediments dominates the total stress in the no
SAV case.

Discussion

In contrast to the near-complete SAV loss that resulted from
Tropical Storm Agnes in 1972, the persistence of large por-
tions of the bed on Susquehanna Flats and its beginnings of
recovery in 2013 following two severe storms in August and
September 2011 demonstrates its resilience to a strong pertur-
bation. Our analysis of a number of monitoring parameters,
additional field studies, and modeling suggests that several
critical biophysical interactions between the bed and its envi-
ronment coupled to the physical characteristics of the region
allowed the bed to survive and start to recover, particularly
after the September 2011 flood event, which produced near-
record flow and sediment loading rates.
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Table 3 Differences in monthly
mean plant and epiphyte biomass
between years

Sample dates t df p 2012 mean 2012 SD 2013 mean 2013 SD

Above ground plant biomass

August −2.54 7 <0.05 60.69 14.36 146.10 93.63

September −2.42 12 <0.05 71.68 48.01 195.89 149.97

Epiphyte biomass

August 2.21 14 <0.05 2.12 3.41 0.18 0.19

Septmeber 2.54 26 <0.05 0.91 0.75 0.42 0.37

October 4.11 20 <0.01 1.02 0.78 0.23 0.18

Student’s t-test was used to test for differences in June–October above and belowground plant biomass as well as
epiphyte biomass between 2012–2013, 2012–2014, and 2013–2014. Only statistically significant results are
shown. Bold: p ≤ 0.05
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Resistance to Sediment Loading

While poor water clarity associated with particle deposition
and subsequent resuspension likely caused some plant loss
and decreased plant production during and after the
September 2011 flood event, it appears that reduced sediment
resuspension during periods of peak biomass in 2012 and
2013 led to improved water clarity. We argue that this positive

feedback between the plant bed and suspended particle con-
centrations served as a mechanism of bed resilience to high
rates of sediment loading generated by the flood.

Before September 2011, turbidity and planktonic Chl a
were lower inside the plant bed (Fig. 5a, b), a pattern consis-
tent with previous studies (Moore 2004; Gruber and Kemp
2010; van der Heide et al. 2011). In contrast, higher turbidity
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inside the plant bed during the months immediately after the
flood event in September 2011 and the subsequent two springs
suggests that the flood had a lingering effect on suspended
particle concentrations. Elevated Chl a inside the plant bed
during late spring and early summer in 2012 and 2013 and
greater epiphyte biomass in 2012 compared to 2013 (Fig. 4b,
Table 3) imply effects on algal production as well. Because
Kd, which is indicative of the amount of light available to
plants, was related to both turbidity and planktonic Chl a,
greater than normal values of these variables inside the plant
bed after the flood event could have negatively affected the
plant bed through light limitation.

Although the plants, on average, received enough light to
survive through 2011–2013, as April–October median PLW
and PLL at 1 m depth were >13 and 9 %, respectively
(Dennison et al. 1993; Kemp et al. 2004), episodic extremes
in turbidity that were not captured by data aggregated across
the growing season could have caused plant mortality, partic-
ularly around the deeper outside and southern edges of the
SAV bed (Moore et al. 1997; Longstaff and Dennison 1999).
For example, PLW was <3 %, a lethal light level for most

freshwater macrophytes (Middelboe and Markager 1997),
for ∼1 week during the September 2011 flood event and for
periods of one to several days throughout the following spring
(Fig. 5b). In addition, light limitation could have altered plant
phenology and limited plant production. For instance, PLW
was <30 %, the threshold light level below which production
in these plants generally decreases (Blackburn et al. 1961;
Harley and Findlay 1994), until July–August in 2012 and
2013. Light limitation early in the growing season could, thus,
account for the apparent delay of annual peak production
(Fig. 5a). Furthermore, because summer PLW and PLL were
generally higher in 2013 compared to 2012, lower production
rates associated with light limitation may also be responsible
for lower biomass in 2012.

However, despite unusually poor springtime water clarity
inside the plant bed after the flood event, light conditions
improved by late summer in 2012 and 2013. Concurrent tem-
poral patterns in plant biomass, turbidity, and Chl a suggest
that the bed itself caused this improvement. For example, tur-
bidity and Chl a decreased (Fig. 6) and PLW increased inside
compared to outside the plant bed by August in 2012 and July
in 2013 (Fig. 5c). These patterns coincided with increases in
monthly plant biomass to 55 g m−2 and 41 g m−2 respectively
(Fig. 4), suggesting that after accumulating sufficient plant
volume, the bed improved water quality and increased light
availability, thereby allowing for increased plant production
during the summer months.

Our analyses indicate that greater than usual wind-driven
resuspension in the absence of plants and reduced resuspen-
sion when plants were present generated the observed patterns
in turbidity. Because turbidity was related to both TSS (Fig. 7)
and wind speed (Table 4), we can infer that higher wind
speeds, in general, led to greater concentrations of suspended
particles. The increased effect of wind on turbidity inside the
plant bed during the spring after the flood (Fig. 8) further
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suggests that the September 2011 flood event created an en-
vironment on the shoal in which bottom sediments were high-
ly resuspendible, probably due to substantial deposition
(Palinkas et al. 2013) of loose, unconsolidated sediment
(Ward 1985; Sanford 1994; Sanford 2008) and creation of
open scour channels by high flows (Luhar et al. 2008).
Subsequent wind events then generated turbid conditions
through resuspension by wind-forced waves, particularly dur-
ing the spring when plants had yet to germinate or had just
begun to emerge. However, the diminished effect of wind on
turbidity during the summer when plant biomass was high
(Fig. 4) implies a bed effect on turbidity. In general, the verti-
cal transfer of turbulent stress to the seabed and thus sediment
resuspension decreases when canopy drag surpasses a critical

threshold due to increasing plant height and density (Ward
1985; Luhar et al. 2008; Gruber et al. 2011). Therefore, it
appears that once the bed reached a critical biomass, canopy
drag dissipated wind-driven wave energy and stabilized the
seabed, thereby allowingmore light to reach the leaf surface to
support photosynthesis ( De Boer 2007; Chen et al. 2007).

Similar patterns in Chl a (Figs. 4b and 6b) and higher
epiphyte biomass in the summer of 2012 compared to 2013
suggest that increased inputs of particle-bound nutrients and
subsequent resuspension events may also be linked to greater
than normal planktonic and epiphytic algae production in
2012 and early 2013. Although differences in DIN and DIP
before and after the flood event were not statistically signifi-
cant, the increase in summer DIN inside the plant bed

Table 4 Relationships between environmental variables and turbidity, as shown by linear mixed-effects regression models

Fixed effect parameter estimates

Predictor Estimate SE t p

Discharge 0.00020 0.00002 9.854 <0.0001

Wind speed 0.00056 0.00027 2.091 <0.05

Effect of random terms

Model df AIC BIC Log-likelihood Likelihood ratio p value

Maximal 13 189 253 −81
Maximal—site 10 460 509 −220 277.2 <0.0001

Maximal—timing 10 584 633 −282 401.1 <0.0001

Maximal—season 10 566 616 −273 383.4 <0.0001

Maximal—slope (wind speed) 7 242 276 −114 65.0 <0.0001

Maximal +AR1 14 −605 −536 317 795.8 <0.0001

Fixed effect predictor variables include Susquehanna River discharge and wind speed. Random effects include timing in relation to the September 2011
flood (before or after), site (inside or outside the SAV bed), and season (spring =April, May, June; summer = July, August, September). Random effects
were sequentially removed to investigate whether each significantly affected model fit. Model improvement by including first order autoregressive
(AR1) correlation structure is also demonstrated
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qualitatively suggests that nitrogen concentrations were
greater than normal after 2011. Furthermore, differences in
dissolved nutrients in response to increased inputs may not
have been be detected because of rapid nutrient assimilation
associated with algal and plant growth (Malone et al. 1996).
We infer that dissolved nutrient loading during the flood event
did not likely cause elevated nutrient concentrations in the bed
because water residence time in the upper Chesapeake Bay
during high-flow events is relatively short. As a result,
dissolved nutrients generally pass through the region with
little assimilation (Schubel and Pritchard 1986). However, de-
composition of particulate organic nitrogen and desorption of
particulate phosphorous can increase concentrations of pore
water ammonium and phosphate (e.g., Kemp et al. 1984;
Romero et al. 2006) and sloughing of organic epiphytic
material during high flows can further add to the sediment
nutrient pool (Fonseca et al. 1982). Resuspension events can

enhance the rate of nutrient flux from the seabed to the water
column through release of pore water solutes (Tengberg et al.
2003; Ståhlberg et al. 2006) and, thus, fuel algal growth.
Conversely, the decrease in Chl a during the summer of
2012 and 2013 could be linked to decreased sediment resus-
pension and associated dissolved nutrient flux to the water
column (Madsen et al. 2001). Furthermore, plant nutrient
uptake (Cornelisen and Thomas 2006) and enhanced
denitrification (Caffrey and Kemp 1990; Risgaard-Petersen
et al. 2000) with increased water residence time inside the
plant bed (Nixon et al. 1996; Lara et al. 2012) may also have
decreased nutrient concentrations and, therefore, algal
production.

Resistance to High Flows

River discharge during the 2011 flood event exceeded 20,
000 m3 s−1, a value surpassed only three times previously
since monitoring of Susquehanna River flow began in the late
1800s. While mechanical plant breakage, dislodgement, or
scour and associated uprooting due to high flows likely caused
substantial plant loss (Preen et al. 1995; Fonseca and Bell
1998), our analyses and model simulations suggest that the
bed was also resilient to high flows by attenuating currents
and shunting flow around the shoal and into surrounding
channels.

The amount of force required to break or dislodge plants is
highly variable depending on SAV species and sediment com-
position (Schutten et al. 2005), making the relative role of
these processes difficult to assess. Our model simulations do
suggest, however, that sediment scour, root exposure, and as-
sociated plant uprooting could have occurred, perhaps in con-
junction with breakage or dislodging. Generally, bottom shear
stresses that are greater than ∼0.1 to 0.3 Pa result in sediment
movement at a rate that depends on the difference between the
applied stress and the threshold stress (Allen 1985). When
modeled river flow was 20,000 m3 s−1, bottom stresses across
a substantial area of the southern region of the flats exceeded
this threshold (Fig. 10d), indicating incipient scour. In addi-
tion, although the modeled bottom stresses responsible for
sediment transport were relatively small, the total drag forces
were quite large, comparable to shear stresses simulated in our
Bno-SAV^ scenario (Fig. 10b). These total stresses (about
3 Pa) were borne primarily by the plants, which might have
been selectively broken or dislodged. Once thinning of the
plant bed started for any reason, the systemwould tend toward
unstable behavior. Any local loss of the protective SAV barrier
would lead to greater local sediment scour, which in turn
would lead to further plant loss, and so on. It is, therefore,
possible that unstable plant loss and sediment scour associated
with strong currents may have resulted in uprooting that
caused large areas of plant loss during the flood. The increases
in velocity and bottom stress were likely focused in the
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southern region of the model domain both because of the
constriction in width, and because maximum ebb tidal cur-
rents increase from north to south to conserve tidal volume
transport. In addition, when the ebbing tide combined with
southward river flow, velocity further accelerated in the south-
ern region, thereby increasing bottom stress.

Our results also suggest that the plant bed attenuated
flow during the flood event, as shown by relationships
between the spatial distribution of plant loss and river
discharge during high flow years. For example, the de-
creasing probability of plant loss with increasing distance
from the outer edge of the plant bed (Fig. 3a) implies that
inner regions of the bed were protected during flood
events. The analysis also showed that as river discharge
increased, the probability of loss at any given distance
into the bed increased, suggesting that at higher flow
rates, this protective capacity decreases. For these reasons,
larger plant beds are generally more resilient to storm
events because their inner core is protected (Gruber et
al. 2011; Orth et al. 2012).

Model simulations support the idea the inner bed was
sheltered from high flows. Bottom stresses on the shoal
for the case without SAV were well above the threshold
required to erode and transport sandy sediments (Fig. 10a,
b); however, bottom stresses were near or below this thresh-
old when SAV were present, particularly in the widest part
of the shoal (Fig. 10c, d). This occurs because in addition to
attenuating turbulence in the vertical dimension, canopy
drag also dissipates the horizontal transfer of momentum
from the leading edge toward the center of a plant bed
(Luhar et al. 2008). Furthermore, the plant bed diverts flow
from the shoal into the channel, resulting in decreased ve-
locities on the shoal and acceleration of currents in the
channel (Gambi et al. 1990; Chen et al. 2007; Luhar and
Nepf 2013).

Recovery Following Loss

In addition to serving as a mechanism of resistance to distur-
bance, we suggest that positive feedback processes are also
important for this bed’s recovery. The region of higher turbid-
ity around the edge of the plant bed during high tide (Fig. 9b)
suggests that particles are transported into the bed with the
rising tide. However, the large area of low turbidity outside
the bed during low (Fig. 9c) tide implies that clear water drains
out of the bed with the ebbing tide, creating the clear water
Bplume^ evident in the aerial photograph (Fig. 9a). Because
PLW inside the plant bed and in the plume region is greater
than the minimum light required for plant survival (13 % of
surface irradiance), recovery in this region is likely limited by
the rate at which the plants can expand clonally or establish
satellite colonies from fragments and seedlings. Light levels
below this threshold at sites outside of the plume suggest that

inadequate light could limit recovery in this region. However,
if we use turbidity and Chl a data from the plume region to
calculate PLW at the southernmost transect sites (1.5 m
deep), light at the bottom would be 17 %, exceeding the
minimum threshold. If the plume of clear water expands into
deeper water as the bed expands southward, this process of a
local feedback effect Bspilling over^ into adjacent regions
could be a key mechanism for the bed’s recovery to its
prestorm extent.

Inferences About Recent and Historical Weather Events

Although sediment scour and poor water clarity associated
with the September 2011 flood event were likely the primary
drivers of plant loss, it is worth noting that decreased plant
production in spring 2011 compared to 2010 (Fig. 5a, b) may
have weakened the plant bed’s ability to withstand the flood.
With precipitation in March 2011 greater than six times above
average, elevated turbidity that spring (Fig. 6a) likely de-
creased PLW (Fig. 5d), and thus, also plant production
(Alcoverro et al. 1999; Longstaff and Dennison 1999). In
addition, below average water temperatures in April 2011
could have delayed plant germination and further decreased
plant production (McFarland and Shafer 2008), rendering the
bed more susceptible to loss in the face of additional turbidity
pulses (Cabello-Pasini et al. 2002; Yaakub et al. 2014; Fraser
et al. 2014).

In addition, the inferences developed herein may help ex-
plain historical patterns of SAV abundance. In 1972, precipi-
tation in the Susquehanna River watershed during Tropical
Storm Agnes generated a 100- to 200-year flood that
destroyed nearly the entire Susquehanna Flats SAV bed, with
only sparse regrowth for several decades (Bayley et al. 1978;
Kemp et al. 2005; Gurbisz and Kemp 2014). Based on the
observed effects of the 2011 flood event, the magnitude of
flooding likely exceeded the capacity of the bed to attenuate
flow in 1972, leading to catastrophic plant loss. In fact, in a
model run with comparable river flow (30,000m3 s−1), bottom
stresses on the vegetated shoal ranged from 0.3 to 0.7 Pa (not
shown), values that lie within or surpass the threshold range
for sediment motion. It is also possible that the 1972 bed was
less dense than the 2011 bed, considering its trajectory of
decline prior to Tropical Storm Agnes (Bayley et al. 1978;
Kemp et al. 2005) and therefore less capable of attenuating
and diverting flows. The seasonal timing of the 1972 storm
also likely exacerbated bed damage because storms that occur
near peak plant biomass are generally more destructive to
SAV than those that occur after (Wang and Linker 2005).
With presumably more sediment deposition and plant loss
compared to the 2011 flood, resuspension in the absence of
vegetation likely generated turbid conditions for an extended
period of time, leading to a self-reinforcing bare-sediment
state (Scheffer et al. 1993).
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Concluding Comments

These analyses suggest that the ultimate effect of a flood event
on submersed plant populations depends on the balance be-
tween mechanisms of plant loss and resilience, which involve
complex biological, physical, and chemical interactions be-
tween a plant bed and its environment. In this case, although
there was substantial SAV loss in response to a major flood
event, the system was also remarkably resilient, apparently
owing to strong biophysical feedback processes carried out
by a large, dense, healthy SAV bed. Future work should aim
to quantify threshold river flow rates beyond which plant beds
cannot recover as well as the extent to which bed size and
previous disturbances affect the tipping point. Whether genet-
ic diversity interacts with these processes to enhance resilience
is another important focus for additional research.

This paper also demonstrates how synthetic analysis of
diverse datasets can be used to address ecological questions
(Carpenter et al. 2009). We followed synthesis methods sim-
ilar to those outlined in Kemp and Boynton (2011). For ex-
ample, initial plots of data across time and space allowed for
visualization of relevant patterns and trends. This preliminary
information was then used to guide statistical approaches for
more in-depth analysis. In addition, a simulation model was
helpful for analyzing mechanisms and providing surrogates
for missing but important variables. While alone, individual
datasets may not be particularly meaningful, together and in
the context of theory and other studies, they can be used to
construct compelling explanatory models for ecological
phenomena.
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